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I. INTRODUCTION

A mobile ad hoc network (or ad hoc network) [13] enables wireless communications
between participating mobile nodes without the assistance of any base station. Two nodes
that are out of one another’s transmission range need the support of intermediate nodes
which relay messages to set up a communication between each other. The broadcast
operation is the most fundamental role in ad hoc networks because of the broadcasting
nature of radio transmission: When a sender transmits a packet, all nodes within the
sender’s transmission range will be affected by this transmission. This is usually referred
to as the promiscuous receive mode. The advantage is that one packet can be received
by all neighbors; the disadvantage is that it interferes with the sending and receiving of
other transmissions, creating exposed terminal problem, that is, an outgoing transmission
collides with an incoming transmission, and hidden terminal problem, that is, two incoming
transmissions collide with each other. Broadcast operation has extensive applications, such
as when used in the route query process in routing protocols [20], [33], [37], when sending
error messages to erase invalid routes [32], or when used as an efficient mechanism for
reliable multicast in highly dynamic wireless networks [17].

In general, broadcasting refers to a process of transmitting a packet so that each node
in a network receives a copy of this packet. Flooding is the most simple approach for
broadcasting where every node in the network forwards the packet exactly once. Flooding
ensures the full coverage of all the network, that is, the broadcast packet is guaranteed to
be sent to every node in the network, providing the network is static and connected and
the MAC layer of the communication channel is error-free during the broadcast process.
However, flooding generates many redundant transmissions. Figure 1 shows a sample net-
work with five nodes. When node v broadcasts a packet, nodes u, w and x will receive the
packet. u, w and x will then forward the packet and lastly y will also broadcast the packet.
Apparently, there is much broadcast redundancy for blind flooding in this case. Trans-
mitting the broadcast packet only by nodes v and u is enough for a broadcast operation.
When the size of the network increases and the network becomes dense, more transmission
redundancy will be introduced and these transmissions are likely to trigger considerable

transmission collision and contention. This is a serious broadcast storm problem [31] that
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Fig. 1. A sample ad hoc network with five nodes.

finally collapses the whole network.

The broadcast storm problem can be avoided by reducing the number of nodes that
retransmit the broadcast packet. Ni et al classified the broadcast algorithms into two cat-
egories: probabilistic approach and deterministic approach [31]. Counter-based, distance-
based, and location-based schemes belong to probabilistic approaches. For the determin-
istic approach, Wu and Lou [52] further classified it into four classes: global, quasi-global,
quasi-local, and local algorithms. In [49], Wu and Dai classified the local broadcast algo-
rithms into three classes: self-pruning, neighbor-designating, and hybrid algorithms. (see
Figure 2)

We first classify the basic broadcast algorithms in Section II. Then, in Section III,
we describe several neighbor-designating-based broadcast algorithms. We discuss three
extensions of the neighbor-designating-based broadcast algorithms in Section IV. In the

last section, we summarize the topic of neighbor-designating-based broadcast algorithms.

II. CLASSIFICATION

This section discusses in detail three levels of classification of broadcast algorithms.

A. Probabilistic algorithms

The probabilistic approach for a broadcast operation is as follows: Upon receiving a
broadcast packet, each node forwards the packet with probability p. The value p is deter-
mined by relevant information gathered at each node. Although the probabilistic approach

provides a good stochastic result, it cannot guarantee the full coverage. In [31], other prob-

July 30, 2003 DRAFT



counter-based

—| probabilistic

distance-based

[T

| ocation-based

broadcast |—

—| global

—| quasi-global

—| deterministic—

— self-pruning

—| quasi-local

'— local neighbor-designating

L1 hybrid

Fig. 2. Classification of broadcast algorithms.

abilistic approaches were also discussed:

Counter-based scheme. Upon the reception of a previously unknown packet, the
node initiates a waiting timer and a counter. The counter increases one for each received
redundant packet. When the waiting timer expires, if the counter is larger than a threshold
value, the node will not rebroadcast the packet; otherwise, the node will broadcast it.

Distance-based scheme. Upon the reception of a previously unknown packet, the
node initiates a waiting timer. Before the waiting timer expires, the node checks the
location of the senders of each received packet. If any sender is closer than a threshold
distance value, the node will not rebroadcast the packet. Otherwise, the node rebroadcasts
it when the waiting timer expires.

Location-based scheme. Upon the reception of a previously unknown packet, the
node initiates a waiting timer and accumulates the coverage area that has been covered
by the arrived packet. When the waiting timer expires, if the accumulated coverage area
is larger than a threshold value, the node will not rebroadcast the packet. Otherwise, the
node will broadcast it.

Other enhancements to the above probabilistic algorithms are discussed in [5], [15], [44].
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B. Deterministic algorithms

The deterministic approaches provide full coverage of the network for a broadcast op-
eration, that is, only a subset of nodes forward the broadcast packet and the remaining
nodes are adjacent to the nodes that forward the packet. The nodes that forward the
broadcast packet form a forward node set for a particular broadcast operation. Basically,
a forward node set is a connected dominating set (CDS). A dominating set (DS) is a sub-
set of nodes such that every node in the graph is either in the set or is adjacent to a
node in the set. If the subgraph induced from a DS of the network is connected, the
DS is a CDS. Finding a minimum connected dominating set (MCDS) in a given graph
is NP-complete; in a unit disk graph, it has also been proved to be NP-complete [30].
There are in general two models of neighbor set information: neighbor set without node
positions and neighbor set with node positions (obtained through GPS or other means).
The latter model “trivializes” the approximation problem of CDS. That is, approximation
algorithms with a constant approximation ratio can be easily derived. On the other hand,
finding an approximation algorithm with a small constant approximation ratio is still a
challenging issue in the absence of global network information [4]. Heuristic methods are
normally used to balance cost (in collecting network information and in decision making)
and effectiveness (in deriving a small forward node set).

The CDS of a graph can be constructed with global or local information. The distinction
between global and local is not a clear-cut situation. Through several rounds of sequential
information exchanges, global information can be assembled based on local information
only. However, sequential information propagation can be costly. There are four types of
broadcast protocols [52]:

Global. Broadcast protocols, centralized or distributed, are based on global state infor-
mation. The most widely used global broadcast protocol is based on Guha and Khuller’s
approximation algorithm [14] and has been used in protocol design by Das et al [10]: All
nodes are initially colored white. The node with the maximum node degree is selected
and colored black, all its neighbors are colored gray. An iterative selection process runs
until there is no white node left. Select a gray node that has the maximum number of

white neighbors, color the selected node black and its white neighbors gray. The resultant
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set of black nodes is a CDS. This algorithm is centralized and works well except for some
extreme cases. A modified algorithm selects the gray node u and its neighbor v if they can
cause the maximum number of white nodes to change color to gray when both v and v
are changed to black. The modified algorithm guarantees an approximation ratio O(In A)
under any random graph, where A is the maximum node degree of the network. Therefore,
this algorithm can be used as a lower bound of the MCDS.

Quasi-global. Distributed broadcast protocols are based on partial global state infor-
mation. Unlike the global broadcast protocol, the quasi-global broadcast protocol does not
need to collect the whole global state. Only partial global state information is collected,
typically with the help of a global infrastructure such as a spanning tree. The protocol
proposed in [3], [45] fits into this category: A spanning tree is first constructed starting
from the selected root (through an election process), a mazimal independent set (MIS) is
constructed level by level down the tree. An independent set (IS) is a set in which no
two nodes are neighbors. An MIS is an IS in which any other node in the network is a
neighbor of a node in the set. Nodes in the MIS are colored black. Clearly, an MIS is
a DS. Specifically, nodes are labelled according to a topological sorting order of the tree.
Then nodes are labelled based on their positions in the order starting from the root v. All
nodes are white initially. The root v is marked black first and other nodes are marked
black unless there is a black neighbor. Each parent of a black node in the tree acts as a
connector by marking gray. Black and gray nodes form a CDS. This spanning-tree-based
CDS broadcasting (STCDS) generates a CDS with a constant approximation ratio of 8
(i.e., the size of the CDS is at most 8 times the size of the MCDS). Also, other than
tree level information needed to determine the topological sorting order of each node, no
other global state information is distributed. However, like the MCDS, the STCDS re-
quires O(diam) sequential rounds, because both the spanning tree construction and status
marking process are serialized. In addition, the STCDS does not support locality of main-
tenance. Movements of hosts may trigger the re-construction of the whole spanning tree
(as will be shown in the next section).

Quasi-local. Distributed broadcast protocols are based on mainly local state infor-

mation and occasional partial global state information. The cluster approach falls into

July 30, 2003 DRAFT



7

the quasi-local model. Cluster structure is a two-level hierarchical structure and it is
formed by first electing a clusterhead and, then, its neighbors joining in the cluster as
non-clusterhead members. There are many clustering approaches [7], [8], [11], [12], [23]. A
simple one, called the lowest-ID cluster algorithm (LID), initializes all nodes white. When
a white node finds itself having the lowest ID among all its white neighbors, it becomes a
clusterhead and colors itself black. All its white neighbors join in the cluster and change
their colors to gray. This iterative process continues until there is no white node left. The
black nodes form the set of clusterheads. Each gray node belongs to one and only one
clusterhead. That clusterhead is called the dominator of the gray node. The clusterhead
and its dominated gray neighbors form a cluster. The LID may exhibit sequential propa-
gation, as happens when the network is a linear chain with decreasing IDs from one end to
the other end (this is the reason this approach is called quasi-local), resulting in O(diam)
rounds of information exchanges. However, this situation rarely happens. In the average
case, the cluster formation can be considered as a localized process. Clusterheads form a
DS, but not a CDS. Clusterheads and gateways together form a CDS.

Another variation of cluster approach proposed by Sinha, Sivakumar and Bharghavan
[41], called core broadcast (CB), also includes the selection process of forward nodes: Ini-
tially all nodes are white. A white node determines its dominator by selecting its black
neighbor that has the maximum number of nodes that regard this black node as their
dominators. In case there is no black neighbor, the white node selects the node (white or
gray) with the maximum node degree within its 1-hop neighborhood (including itself) as
its dominator. After the white node has chosen its dominator, it colors itself gray if it is
not selected as a dominator by itself or by its neighbors; otherwise, it marks itself black if
it has been selected as a dominator. The coloring process continues until no white node
is left. Eventually, all the black nodes become cores. In the core broadcast, each node
computes its forward node set. A node’s forward node set includes all its black neighbors.
It also includes those gray neighbors that either have a black neighbor that is not covered
by the forward node set or have a gray neighbor whose dominator is not covered by the
forward node set. The core broadcast requires only the nodes in the forward node set

relay the broadcast so it reduces the broadcast redundancy. The set of cores, like the set
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of clusterheads, is a DS of the network. While the set of clusterheads is also an IS, the set
of cores does not have this property since two cores may be neighbors.

Local. Distributed broadcast protocols are based on solely local state information.
The local broadcast protocol is based on solely local information without exhibiting any
sequential propagation of state information. It also supports locality of maintenance.
However, although this approach is competitive in the average case, it does not guarantee
performance in the worst case such as a constant approximation ratio. Wu and Li’s [51]
marking process is a local broadcast protocol: All nodes are initially white. A node marks
itself black only when it has two unconnected neighbors. After the marking process, the
black nodes form a CDS. Rules 1 and 2 aim to remove redundant nodes from the CDS. Rule
1 allows a black node u to change its color black to white if it can find another black node
v, with id(u) < id(v), to cover all u’s neighbors. For Rule 2, a black node u changes itself
to white if there exist two connected nodes v and w, with id(u) = min{id(u), id(v),id(w)},
that can collectively cover all u’s neighbors. Recently, Dai and Wu [9] have extended Rules
1 and 2 to Rule £ to further reduce nodes in the CDS without increasing the computational
complexity. If a black node u can be covered by k connected black nodes and id(u) is
smaller than any ID of these k nodes, then u can change itself to white. A constant
number of rounds (2 or 3 depending on the implementation) are needed to construct a
CDS and its maintenance. Wu and Li’s approach has been applied to broadcasting in [43]

where only black nodes (besides the source) forward the broadcast packet.

C. Local algorithms

Wu and Dai [49] proposed a deterministic generic distributed broadcast scheme and
classified the local broadcast algorithms into three categories, called self-pruning, neighbor-
designating, and hybrid broadcasting approaches. In all these schemes, the status of each
node is determined in a decentralized manner based on node’s current local view. A view is
a snapshot of network state, including network topology and broadcast state, along time.
A node can utilize its K-hop neighborhood information to build its local view. 1-hop and
2-hop neighborhood information are the most common cases. Also, the broadcast packet
can carry some broadcast state information, such as the next selected node to forward the

packet, the recently visited nodes and their neighbor sets. The status of each node can
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be determined by itself or by its neighbor. For a specific node, the upstream node that
has sent a broadcast packet to this node is viewed as a forwarded node; the downstream
node selected by this node to forward the broadcast packet is viewed as forward node; the
downstream node that is designated not to forward the packet is viewed as a non-forward
node. Notice that the node status under the current view will be changed in the next view,
that is, a forward node in current view will be a forwarded node in the next view.

The generic distributed broadcast scheme constructs a CDS for a particular broadcast
that depends on the location of the source and the progress of the broadcast process. Each
node v determines its status and the status of some of its neighbors under a current local
view. Each node has the forwarding status by default, and the status can be changed
to non-forwarding if the coverage condition is met. Coverage condition is described as
follows:

Node v has a non-forwarding status if for any two neighbors u and w, a replacement path
exists that connects u and w via several intermediate nodes (if any) with higher priorities
than the one of v.

The coverage condition indicates that when every pair of neighbors of v can be connected
through other nodes, node v, as the connecting node for its neighbors, can be replaced (i.e.,
can take the non-forwarding status). Note that “replacement” can be applied iteratively.
To avoid possible “cyclic dependency” situations, a total priority order needs to be defined
among all nodes, such as node ID or a pair of node degree and node ID.

In self-pruning approaches, a node will resign its role of forwarding the broadcast packet
by “itself” if the replacement path from the source can be found for each of its neighbors.
Nodes in each replacement can be either forwarded nodes or nodes with higher priorities.
In the neighbor-designating broadcasting approaches, a node can determine its neighbor’s
forwarding/non-forwarding status, that is, a forward node selected by its upstream sender
updates its view when it receives the packet and determines its status and its neighbors’
status consequently. In the hybrid approaches, both self-pruning and neighbor-designating
methods are applied to determine a node’s status. The marking process discussed in the
last section is an example of self-pruning, and MPR is an example of neighbor-designating.

Figure 3 shows the coverage condition that applies to the self-pruning and neighbor-
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Fig. 3. Coverage condition for (a) self-pruning algorithm and (b) neighbor-designating algorithm.

designating approaches. In Figure 3 (a), suppose v has received a packet from u. If v’s
1-hop neighbors are all covered by a set of forwarded nodes (black) or some white nodes
with higher priorities, v can drop its role to relay the packet. Figure 3 (b) shows how the
neighbor-designating approach works. Suppose u is the current node and node v is any
neighbor that is not selected as a forward neighbor. Since u and the selected designated
forward neighbors cover all the 2-hop neighbors of « which include 1-hop neighbors of v,
node v is covered by a set of (connected) coverage nodes.

In the subsequent discussion, we only consider the neighbor-designating algorithms that
utilize local information. The following assumptions are also used: (1) The transition is
error free; that is, each message (broadcast packet or network state message) sent from
a node will eventually reach its neighbors. (2) Location information of each node is not
available. Location-based broadcasting has been extensively studied as in [34], [42], [43].
(3) Network topology is a connected graph without unidirectional links. A sub-layer can be
added [40], [46] to provide a bidirectional abstraction for unidirectional ad hoc networks.
(4) All nodes have fresh topology information in their local views at the beginning of the
broadcast period, and the network topology does not change during the broadcast period.
Note that if the network topology changes during the broadcast period, no broadcast
algorithm can ensure full coverage, except a special mobility management mechanism is

used, such as the one in [50]

July 30, 2003 DRAFT



11

III. NEIGHBOR-DESIGNATING BROADCAST ALGORITHMS

In this section, we describe some algorithms which belong to the category of neighbor-
designating broadcast. Each algorithm adopts the heuristic strategy where a minimum
number of forward nodes are selected so that other neighbors can take the non-forward

status.

A. Forward Node Selection Process

Theoretically, a MANET is represented as a unit disk graph G(t) =(V, E), where the
node set V' represents a set of wireless mobile nodes and the edge set F represents a set of
bi-directional links between the neighboring nodes. Two nodes are considered neighbors
if and only if their geographic distance is less than the transmission range r. We use
Ni(v) to represent the k-hop neighbor set of v, where nodes in the set are no more
than k& hops further from v. Ng(v) includes v itself. (Ni(v), 1-hop neighbor set, can
be simply represented as N(v).) wu’s k-hop node set Hy(u) consists of all nodes that
are exactly k hops away from u. Np(u) and Hy(u) have the following relationships: (1)
Ni(u) = Ni—1(u) U Hi(u); (2) Ng—1(u) N Hi(u) = ¢. If S is a node set, N(S) is the union
of the neighbor sets of every node in S, that is, N(5) = UyyesN(w).

For the instance a node u broadcasts a packet, u selects a subset from X to cover U by
using the greedy algorithm in the set coverage problem [29]. The greedy algorithm, called

forward node set selection process, works as follows:

1. Each node w in X calculates its effective node degree deg.(w) = |N(w) N U].

2. A node w; with the maximum deg,(w;) is first selected, w; is removed from X and
N(wy) is removed from U. A tie is broken by using node ID.

3. If U is not empty, each node re-computes its effective node degree and another node
wy with the maximum deg.(w2) is selected.

4. Repeat steps 2 and 3 until U becomes empty.

5. The node set {wy, ws, ...} forms a forward node set.

B. Multipoint Relays

Qayyum et al [39] proposed selected multipoint relays (MPRs) as forward nodes to
propagate link state messages in their optimized link state routing (OLSR) protocol. The
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Fig. 5. A sample network.

MPRs are selected from 1-hop neighbors to cover the entire set of 2-hop neighbors. (Fig-
ure 4). The MPRs are selected as follows: If u intends to forward a packet, u uses the
forward node set selection process to select its forward node set from X = N(u) to cover
2-hop neighbors in U = Ny(u). The selected forward nodes become MPRs.

In the sample network shown in Figure 5, when node 3 uses MPR algorithm, U =
N2(3)={1,2,3,4,5,6,7,8} and X = N(3)={2,3,4,6,7}, node 3 selects nodes 2,4 and 6
as its forward nodes.

When sending a broadcast packet, each selected MPRs runs a restricted forward node
selection process applied in [19]: if an MPR v first receives a broadcast packet from a
neighbor that does not designate v as a forward node, v does not forward this packet even
if v may be selected as a forward node later by another neighbor.

In Figure 5, node 3 selects nodes 2,4 and 6 as MPRs; node 6 selects nodes 2,3 and 7

as MPRs. Suppose node 2 starts a broadcast, node 7 may receive the broadcast packet
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from both nodes 3 and 6. If node 7 first receives a packet from node 3, and then receives
a duplicated broadcast packet from node 6, then because node 3 does not designate node
7 to forward the broadcast, node 7 will not forward the broadcast packet later when it
receives the same broadcast packet from node 6 and has been designated to forward the
packet by node 6 as an MPR. On the other hand, if node 7 first receives a packet from
node 6, node 7 will forward the broadcast packet.

In [1], the requirement for an MPR to forward the packet is more restricted. An MPR
will become a forward node if its node ID is smaller than all its neighbors or if it is selected
as an MPR by its neighbor with the minimal node ID.

In the same network shown in Figure 5, when applying the rule proposed in [1], node 7
will never forward a broadcast packet whether the packet is from node 3 or 6 since node
3, which is the neighbor of node 7 with the smallest node ID, does not select node 7 as an
MPR.

In [47], Wu further extends the algorithm in [1] by introducing the concept of free
netghbor. Node u is a free neighbor of v if v is not the neighbor of v with the smallest
node ID. The neighbors of free neighbors can be removed from the 2-hop neighbors of a
node before it uses the forward node selection algorithm to designate its MPRs. Another
extension rule proposed in [47] is that a node which has a smaller ID than all its neighbors
and also has two unconnected neighbors becomes a forward node. This extension rule will
be more effective in relatively sparse networks.

In Figure 5, we investigate node 3’s neighbors. Nodes 2 and 6 are node 3’s free neighbors,
therefore, N(2)={1,2,3,6} and N(6)={2,3,5,6,7} can be removed from N(3). After
that, node 6 only selects node 4 as its forward node. For node 7, since its free neighbors

are 6 and 8 and No(7) — N(6) — N(8) are empty, node 7 will not select any forward node.

C. Dominant Pruning

Lim and Kim [22] provided a dominant pruning algorithm (DP). Unlike the MPR, the
DP excludes the neighbors of the upstream forwarded node from the current node’s 2-
hop neighbor set. In Figure 6, suppose u sends a packet and u selects v as its forward
node. Since the neighbor set of w, N(u), has been covered by u and the neighbor set

of v, N(v), will be covered by v, v does not need to select other forward nodes to cover
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U= N, (V) NU-NE)

X=N(v)-N(u)

Fig. 6. Illustration of dominant pruning (DP).

them again. Therefore, v can determine its forward node set from X = N(v) to cover
U=Ny(v) — N(u) — N(v). The forward node selection process from X to cover U is the
same as above.

For the sample network shown in Figure 5, suppose node 3 receives a packet from
node 6. When node 3 uses DP algorithm, U=N,(3) — N(6) — N(3)={1,8} and X =
N(2)={2,4,6,7}. Node 3 selects node 2 and 4 as its forward nodes.

Peng and Lu [36] proposed an ad hoc broadcast protocol (AHBP) algorithm similar to
the DP. In their algorithm, forward nodes are called BRGs (Broadcast Relay Gateways).
BRGs, using the same forward node selection process to determine their downstream
BRGs, will forward the broadcast packet and inform their designated BRGs. The AHBP
considers the case of the mobility of the node. When v receives a packet from wu that is
not listed in its neighbor set, v assumes itself to be a designated BRG and rebroadcasts

the packet.

D. Total Dominant Pruning and Partial Dominant Pruning

Lou and Wu [25] proposed total dominant pruning (TDP) and partial dominant pruning
(PDP) to extend the DP by further reducing the number of 2-hop neighbors that need
covered by 1-hop neighbors. The TDP requires the upstream forwarded node u piggyback
Ny (u) along with the broadcast packet. With this information, the selected forward node v
can remove No(u), instead of N (u) in DP, from Ny (v) (Figure 7), that is, U= Ny(v)—Na(u).
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u= Nz(V) -N2(U)

X=N(Vv)-N(u)

Fig. 7. Illustration of total dominant pruning (TDP).

U= N, (V)-N(U)-Nv) -NNUNN(v))

X=N(Vv)-N(u)

Fig. 8. Tlustration of partial dominant pruning (PDP).

X can also update to U(u) — N(v). In the PDP, the broadcast packet does not attach
the upstream forwarded node’s 2-hop neighbor set. When receiving the packet from node
u, node v extracts the neighbors of the common neighbors of u and v (i.e., neighbors of
nodes in N(u) N N(v)) from No(v) since these nodes are covered by u’s forward node set
F(u). Therefore, the uncovered 2-hop neighbor set U becomes Ny(v) — N(u) — N(v) —
N(N(u)NN(v)) (Figure 8). The selection process for both TDP and PDP is the same as
before, that is , selecting forward nodes from X to cover U.

For the sample network shown in Figure 5, suppose node 3 receives a packet from node 6.
When node 3 uses TDP algorithm, U = Ny(3) — No(6) = ¢ and X = N(3) — N(6) = {4}.

Node 3 does not select any node as its forward node. When node 3 uses PDP algorithm,
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U= N, (V) -NU-NW-NFW)

X=N(v)-N(U)
Fig. 9. Ilustration of CDS-based broadcasting (CDSB).

U = N»(3) = N(6) — N(3) = N(N(3) N N(6)) = {8} and X = N(3) — N(2) = {4}. Node

3 selects node 4 as its forward node.

E. CDS-based Broadcast Algorithm

Peng and Lu [35] proposed a CDS-based broadcast algorithm (CDSB). It considers not
only the sender of the broadcast packet but also the forward nodes with lower node IDs
that are selected by the sender to determine a selected forward node’s forward node set.
For a sender u, suppose u selects nodes t,v,w (id(t) < id(v) < id(w)) as its forward
nodes. When nodes ¢,v,w receive the packet, ¢ updates its uncovered 2-hop neighbor
set U(t) = Na(t) — N(u) — N(t); v updates its uncovered 2-hop neighbor set U(v) =
Ny(v) — N(u) — N(t) — N(v) because N(t) is covered by t. Likewise, w’s uncovered 2-hop
neighbor set is U(w) = Ny(w) — N(u) — N(t) — N(v) — N(w) (Figure 9). Notice that v
may not forward the packet if U(v) is empty.

For the sample network shown in Figure 5, suppose node 6 is the source, it selects nodes
2,3 and 7 as forward nodes. The forward nodes are piggybacked with the broadcast packet.
When 2 receives a packet from node 6, it updates U(2) = Ny(2) — N(6) — N(2) = {4} and
X(3) = N(2) ={1,2,3,6}. Node 2 selects node 3 as its forward node. When 3 receives
the packet from node 6, it updates U(3) = Ny(3) — N(6) — N(3) — N(2) = {8} and
X(3) =N(3) =1{2,3,4,6,7}. Node 3 selects node 4 as its forward node. When 7 receives
the packet from node 6, it updates U(7) = No(7) — N(6) — N(7) — N(2) — N(3) = ¢ and
X(7) = N(7) ={3,6,7,8}. Node 7 does not select any node as its forward node.
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IV. OTHER EXTENSIONS

We describe three extensions that also applied the neighbor-designating approach for
broadcasting. The first broadcast approach is based on the cluster structure, the second

is a generic K-hop zone-based algorithm, and the third considers the reliability issue.

A. Cluster-Based Broadcast Algorithm

Although cluster-based broadcast algorithms are not local algorithms, they usually work
well with local state information and low time delay. Basically, the clustered network
converts any “dense” network to a “sparse” one consisting of clusterheads only since
clusterheads form a DS of the network. Moreover, clusterheads and gateways form a
CDS of the network. Therefore, this is enough to fulfill a broadcast operation when all
clusterheads and gateways forward a broadcast packet.

Alzoubi et al [2] proposed a cluster-based message-optimal CDS algorithm. In this
algorithm, a CDS is constructed locally in a constant approximation ratio with message
complexity in O(n), where n is the size of the network. This message complexity reaches
the lower bound in the network with n nodes. It was formed with two steps: In the first
step, clusterheads are determined by the lowest-ID clustering algorithm. A clusterhead
knows all its 2-hop and 3-hop clusterheads with two rounds of neighborhood information
exchanges. In the second step, each clusterhead selects a node to connect each 2-hop
clusterhead and a pair of nodes to connect each 3-hop clusterhead. All the clusterheads
and selected nodes form a CDS of the network.

A cluster-based broadcast algorithm is proposed in [24] based on the coverage of the
neighbor set. A clusterhead v’s coverage set C(v) is a set of clusterheads that are in
a specific coverage area of v. It can be a 3-hop coverage set, which includes all the
clusterheads in N3(v), or a 2.5-hop coverage set, which includes all the clusterheads in
N5 (v) and the clusterheads that have members in No(v). Figure 10 illustrates a clusterhead
v’s 3-hop and 2.5-hop coverage sets. In this network, the clusterhead of ¢ is in v’s 3-hop
coverage set, but not in v’s 2.5-hop coverage set. In general, the size of a clusterhead’s
2.5 hop coverage set is less than that of its 3 hop coverage set. Therefore, the cost of

maintaining the 2.5-hop coverage set can be less than that of the 3-hop coverage set.
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Fig. 10. 3-hop and 2.5-hop coverage area

Each clusterhead gathers the information of its coverage set by exchanging neighborhood
information with its neighbors. Figure 11(a) illustrates construction of a coverage set with
3-hop and 2.5-hop coverage set. For 3-hop coverage set, node 6 sends a message M1 which
contains its 1-hop clusterhead neighbors: CH_HOP1(6) = {2} and 8 sends a message
M2: CH_HOPI1(8) = {2%,3}. Here, * indicates the clusterhead of the cluster that the
node belongs to. Likewise, nodes 5 and 7 send messages M3,M5: CH_HOP1(5) = {1x}
and CH_HOP1(7) = {1,4x}. After receiving M1 and M2, node 7 may form a message
M6 which contains its 2-hop clusterhead neighbors and associated gateways: If node 6 is
selected, CH_HOP2(7) = {2[6], 3[8]}; if node 8 is selected, CH_HOP2(7) = {2[8], 3[8]}.
Here, CH_HOP2(u) = {v[w], ...} means that clusterhead u connects to clusterhead v via
w. Node 5 also sends message M4: CH_HOP2(5) = {2[6]}. By receiving M3, M4, M5,
M6, node 1 can build its local view as Figure 11(b) or (c¢). For the 2.5 hop coverage set,
node 1 builds its local view as Figure 11(d). Here, clusterhead 3 is unknown to node 1.

The clusterhead needs to select forward nodes to connect each clusterhead in its coverage
set. In [2], each clusterhead randomly selects one or two nodes to connect its adjacent
clusterheads. In [26], a greedy algorithm similar to forward node selection process is
applied when a clusterhead v receives a broadcast packet p from its upstream clusterhead
u. Suppose p is a new packet for v and p also attaches u’s forward node set F(u) and u’s
coverage set C'(u). v can update C'(v) = C(v) — C(u) — {u} because all the clusterheads in
C(u) U {u} are covered by F(u), and they do not need to be covered again. v selects the
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M1: CH_HOP1(6)={2*}

M2: CH_HOP1(8)={2*3}

M3: CH_HOP1(5)={1*}

M4: CH_HOP2(5)={2[6]} O non-clusterhead

M5: CH_HOP1(7)={1,4*}

M6: CH_HOP2(7)={2[6],3[8]}
or CH_HOP2(7)={2[8],3[8]}

@ clusterhead

Fig. 11. Tlustration of constructing a coverage set

gateway that connected the maximum number of clusterheads in C'(v), puts the gateway
into F'(v), removes the connected clusterheads from C(v); This process repeats until C'(v)
become empty. The selection process works for both 3-hop and 2.5-hop coverage sets.
When the 2.5-hop coverage set is used, F'(u) may cover some extra clusterheads in addition
to C'(u) U{u}, that is, if clusterhead v is 3 hops away from u, and u uses a path (u, f,r,v)
to deliver the broadcast packet to v, clusterheads in N(r) also receive the broadcast
packet. These clusterheads can also be excluded from C(v). Therefore, the updated C(v)
= C(v) — C(u) — {u} — N(r).

The cluster-based broadcast algorithm consists of the following steps: (1) If the source
is not a clusterhead, it sends the broadcast packet p to its clusterhead. (2) When a clus-
terhead receives p from its upstream clusterhead sender for the first time, it uses the above
forward node selection process to choose forward nodes that cover all the clusterheads in
its coverage set. The coverage set of this clusterhead, together with its selected forward
nodes, are piggybacked with p for the forwarding purpose. (3) For a non-clusterhead node
that receives p for the first time, if it is a forward node, it relays p; otherwise, it does
nothing.

Figure 12 illustrates the broadcast process in a cluster-based CDS with 2.5-hop coverage

set. Suppose the source is node 1. Node 1’s 2.5-hop coverage set C'(1) is {2, 3}, it selects
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@ clusterhead
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Fig. 12. Illustration of cluster-based broadcast with 2.5-hop coverage set.

nodes 6 and 7 to forward the packet to clusterheads 2 and 3. The broadcast packet
piggybacks the forward node set F(1) = {6,7} and the 2.5-hop coverage set C(1) =
{2,3}. When clusterhead 2 receives the broadcast packet from clusterhead 1, it updates
C(2) =C(2)—C(1) — {1} ={1,3} = {2,3} — {1} = ¢; then, it only locally broadcasts
the packet. When clusterhead 3 receives the packet from clusterhead 1, it updates C(3) =
C3)—C(1)—{1} ={1,2,4} — {2,3} — {1} = {4}; therefore, clusterhead 3 selects node 9
to forward the packet to clusterhead 4. F'(3) = {9} and C(3) = {1, 2,4} are piggybacked
with the packet. After clusterhead 4 receives the packet, it only locally broadcasts the
packet since all clusterheads in C'(4) have received the packet. In total, 7 nodes (nodes 1,

2,3,4,6,7and 9) will forward the packets.

B. K-hop Zone-Based Algorithm

A node’s K-hop zone consists of all the nodes within K hops from the given node. For
a given network, K can be set from 0 to the diameter of the network. One extreme case
is K = 0, that is, nodes in the network have no neighbor set information, or the neighbor
set information is most likely out-of-date most of the time because of the high mobility
of the nodes. The only possible strategy for routing is flooding. The other extreme case
is that K is equal to the diameter of the network, that is, each node knows the global
information of the network. Therefore, the optimum solution can be determined in this
circumstance.

A K-hop cluster-based algorithm is proposed in [21]: Each node gets its K-hop neighbor
set information. A cluster is composed of all nodes within K hops from a given node.
Each node belongs to one cluster. When a broadcast occurs, only border nodes, which are

exactly K hops away from the sender, will relay the broadcast. A similar connectivity-
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Fig. 13. Tlustration of the K-hop zone-based broadcast protocol.

based K-hop clustering algorithm is proposed in [6]. One main disadvantage of these
algorithms is that the overlapped area of two neighboring sender’s K-hop neighbor sets
cause much redundancy when K is large.

Lou and Wu [28] proposed a generic K-hop zone-based broadcast protocol. A generic
K-hop zone-based broadcast protocol broadcasts a packet in four steps: (1) The sender
uses the forward node set selection process to select its forward node set to cover its K-hop
zone. It broadcasts the packet which attaches the forward node set. (2) A forward node
(excluding the border nodes) forwards the packet when it first receives the packet. (3) A
non-forward node receives the packet but does not forward it. (4) A border node, which
is a selected forward node exactly K — 1 hops away from the source, after receiving the
packet, becomes a new sender to disseminate the packet. Nodes that are within K — 1
hops of the sender can be excluded from the K-hop zone of the border node. In addition,
nodes that are within K — 1 hops of a border node with lower ID can also be excluded
from the K-hop zone of a border node with higher ID if the two border nodes are within
K — 1 hops. Fig. 13 illustrates the K-hop zone-based broadcast protocol. The source u
selects forward nodes to cover its K-hop zone. Gray nodes are forward nodes that just
relay the broadcast packet. Black nodes are the border nodes that have their own K-hop
zones. White nodes are the non-forward nodes that only receive the packet.

The forward node set selection process is described as follows: A sender u computes its
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forward node set to cover all the nodes in its K-hop zone: In each iteration, u selects some
nodes in Hi(u) to cover all the nodes in Hy.1(u), where 0 < k < K — 1. Specifically, u
itself covers all nodes in H;(u); some selected nodes in Hy(u) cover all nodes in Hy(u),...,
until some selected nodes in Hg_1(u) cover all nodes in Hg(u). In each iteration, the
selection criterion is that the node with the maximum number of uncovered neighbors is
selected first. A tie is broken by node ID. All selected nodes form u’s forward node set

For the sample network shown in Figure 5, suppose node 1 is the source and it has
3-hop neighbor set information. Hy(1) = {1}, H;(1) = {2,5}, Ha(1) = {3,6} and Hj(1)
= {4,7}. Node 1 covers N;(1). Nodes 2, 5 are first selected from H;(1) to cover all nodes
in Hs(1); then node 3 is selected to cover nodes in Hs(1). Therefore, F'(1)={2,3,5} and
node 3 is a border node. Then node 3 becomes a new sender. Among nodes in node 3’s

3-hop zone, node 4 will be selected to cover node 8.

C. Reliable Broadcast Algorithm

The traditional reliable broadcast protocols can be classified into two categories. The
first category enforces strong reliability guarantees which provide an atomic operation for
the successful delivery of a message to all the nodes [16]. The disadvantage is its poor
scalability even in a very stable network. The second category is based on the feedback
mechanisms of acknowledgement (ACK) or negative acknowledgement (NACK). It can
also be classified as sender initiated and receiver initiated approaches [38]. In the sender
initiated approach, the receiver acknowledges each message it receives. The ACKs are
unicasted to the sender who maintains all the records for all receivers to confirm the success
of the delivery. Only missing packets are retransmitted, either to individual requested
receivers, or to all receivers. However, the requirement of sending ACKs in response to
the reception of a packet for all receivers may cause channel congestion and packet collision,
which is called ACK implosion [18]. Moreover, the amount of records that the sender must
maintain to track the receiver set may also grow large. In the receiver initiated approach,
the receiver is responsible for reliable delivery. Each receiver maintains reception records
and requests repairs via a NAC'K when errors happen. Several strategies can be applied

for the receiver initiated approaches, such as sender-oriented, flat-receiver-oriented and

July 30, 2003 DRAFT



23

hierarchical-receiver-oriented approaches. The problem of the receiver initiated approach
is the long end-to-end delay since the sender must wait for the next broadcast packet to
determine if the previous one is successfully delivered or not. Therefore, it can be applied
only when the sender has many packets to be sent.

Lou and Wu [27] proposed a reliable broadcast algorithm, called double-covered broad-
cast algorithm, which aims to reduce broadcast redundancy by decreasing the number
of forward nodes but still providing high delivery ratio for each broadcast packet in a
dynamic environment. The algorithm utilizes the method in which the sender overhears
the retransmission of the forward nodes to avoid the ACK implosion problem. Also, the
algorithm guarantees that each node is covered by at least two transmissions so that it
can avoid a single error due to the transmission collision. Moreover, the algorithm does
not suffer the disadvantage of the receiver-initiated approach which needs a much longer
delay to detect a missed packet.

The double-covered broadcast algorithm works as follows: When a sender broadcasts a
packet, it selects a subset of 1-hop neighbors as its forward nodes to forward the broadcast
based on a greedy approach. The selected forward nodes satisfy two requirements: (1)
They cover all the nodes within 2 hops of the sender. (2) The sender’s 1-hop neighbors
are either forward nodes or non-forward nodes but covered by at least two neighbors, once
by the sender itself and once by one of the selected forward nodes. After receiving the
broadcast packet, each forward node records the packet, computes its forward nodes and
re-broadcasts the packet as a new sender. The retransmissions of the forward nodes are
received by the sender as the acknowledgement of receiving the packet. The non-forward 1-
hop neighbors of the sender do not acknowledge receipt of the broadcast. The sender waits
for a predefined duration to overhear the rebroadcasting from its forward nodes. If the
sender fails to detect all its forward nodes retransmitting during this duration, it assumes
that a transmission failure has occurred for this broadcast because of the transmission
error or because the missed forward nodes are out of its transmission range. The sender
then re-sends the packet until all forward nodes are retransmitted or the maximum number
of retries is reached.

Like most of the other neighbor designating algorithms, the DCB supposes each node
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Fig. 14. An illustration of transmission errors: (1) a transmission error occurs at a non-forward node n.
(2) alternative forward nodes m and n are selected to cover the area that is supposed to be covered by

the missed forward node f.

knows its 1-hop and 2-hop neighbor sets N(v) and No(v). The forward node set selection
process executes at each forward node to determine its own forward node set. We consider
the two cases where a node v determines its forward node set F'(v): (1) v is the source of
the broadcast: v uses FNSSP algorithm to find F(v) in X = N(v) to cover U = Ny(v). (2)
v is a selected forward node to relay the broadcast packet: Suppose v has already received
the packet from a node set V(v) and each node w in V(v) has its own forward node set
F(w). v uses FNSSP algorithm to find F'(v) in X = N(v) =V (v) — Uywev ) F(w) to cover
U = Na(v) = N(V(v)) = Unwevw) N (F(w)).

For the sample network in Figure 5, we uses the DCB algorithm to select each node’s
forward node set. In case 1, we suppose node 3 is the source, then node 3 selects nodes
2,4 and 6 as its forward nodes. In case 2, we consider node 6 when it receives a packet
from node 3. U(6) = Ny(6) — N(3) — N(2) — N(4) = {5}, node 6 selects node 5 as its
forward node.

A node may fail to receive the broadcast packet from its neighbors because of a transmis-
sion collision with other neighbors, the high transmission error rate of the radio channel,
or the out-of-range movement of the node. Each non-forward node has been at least

covered by two forwarding nodes; even if the non-forward node missed the packet from
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one, it still has a second chance to receive the packet from the other one (Figure 14 (a)).
The reception of a forward node needs to be confirmed since forward nodes are the key
nodes in the network that need to relay the broadcast packet. The loss of the reception
may cause the transmission error to propagate. If the sender does not detect the forward
node’s retransmission signal, the sender will select alternative forward nodes to cover the
coverage area of the missed forward node and resend the broadcast packet until it re-

ceives the confirmation from its forward nodes or the maximum times of retries is reached

(Figure 14 (b)).

V. SUMMARY

In this chapter, we described several broadcast algorithms that use the neighbor-designating
approach. More complicated algorithms based on neighbor designating approach are also
introduced. The forward node selection process is the basis for all the broadcast algorithms
discussed here. The optimal solution is NP-complete and more theoretical discussion about
the optimal MCDS solution can be found in [2], [14], [30], [45]. The algorithm discussed
above are all heuristic algorithms. Except for the cluster-based broadcast algorithm, all
other algorithms mentioned here have no constant approximate ratio to the optimal so-
lution. Therefore, they will show poor performance for broadcast operation when the
network becomes extremely dense. Recently, some efforts, such as [48], have been made

to extend various local algorithms to be effectively used in dense networks.
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